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Background: Building a multimodal emotion dataset, with annotations on both unimodal and multimodal setups.
Problem: We are confident on our annotation design and implementation, while the Kappa and Alpha scores indicate a modest agreement among annotators. The 
interpretation of Kappa/Alpha scores might not reflect the real agreement in our case.
Question: As the Kappa/Alpha are not easy to interpret, maybe we can try some simple ad easy-reading solution, e.g., absolute annotation difference (AAD)?

Experiment 1: inter- and intro-annotator 
(dis)agreement measurement with AAD

Valence-5, Arousal-3, Joy

Valence-4, Arousal-4, Surprise

Valence-5, Arousal-1, Confusion

Valence-3, Arousal-2, Contentment

Dataset: 94 video clips centred around the topic Review from YouTube, reviewed 
and selected to be rich in authentic emotional expressions.

text audio vdieo all

Kappa Valence .33 .23 .21 .27

Emotion .32 .27 .19 .29

Alpha Valence - nominal .33 .23 .22 .27

Valence - ordinal .64 .48 .46 .52

Valence - interval .64 .48 .46 .52

Valence - ratio .59 .42 .38 .46

Up to fair 
agreement 

indicated by 
Kappa, and not 

realiable 
suggested by 

Alpha

Higher agreement 
revealed by AAD:

1. Most of the 
valence 

differences 
between

the six pairs of 
annotators are 

indeed limited to 0 
or 1.

2. Most instances 
are annotated with 
identical emotions.

Similar for intra-
annotator 
agreement 

measurement

Experiment 2:
(dis)agreement prediction with AAD

Dataset: DynaSent, more than 100,000 textual instances with 5 annotators.
Disagreement rating:

Experiment: fine-tuning a RoBERTa-base model with a fixed learning rate 1e-5, 
and batch size 8 for 10 epochs, using NVIDIA Tesla V100-SXM2-16GB GPUs.

During the training 
process, our AAD-

based rating 
strategy seems to 
perform better in 
terms of accuracy 

and MSE,

Acc f1 MSE

Wan’s 41.71 32.1 0.097

Ours 51.64 32.3 0.072

In the results, our 
AAD-based rating 
still outperforms 

the other.

Predictions on the 
94 instances. 
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