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Background
v Automatic terminology extraction (ATE) has not been investigated in maritime safety domain, despite its 

specialized terminology characteristics

Previous studies
v Finetune pre-trained model has shown effectiveness in ATE research through transfer learning (Tran, 2024)

v LLMs demonstrate promising performance in specialized NLP tasks, including zero-shot learning scenarios

Research questions
v RQ1: How effective is BERT fine-tuning for maritime terminology annotation when leveraging transfer 

learning from existing multi-domain annotated corpora?

v RQ2: Can GPT-4 effectively identify maritime safety terminology in a zero-shot setting through domain-

specific prompts?

Experiment Results
Performance Comparison in Maritime Safety Domain

Key Findings

v Experiment 1: BERT Fine-tuning Results

v Strong imbalance between precision (32.8) and recall (15.6) suggests challenges in cross-domain transfer

v Higher I-tag precision (65.5) indicates potential in term continuation recognition

v Limited overall effectiveness (F1: 21.1) highlights need for domain-specific adaptation

v Experiment 2: GPT-4 Zero-shot Results

v Balanced precision-recall metrics (P: 49.1, R: 36.9) demonstrate stable domain adaptation

v Strong B-tag performance (F1: 47.4) shows promise in term boundary identification

v Overall F1-score (42.1) suggests potential of zero-shot learning in specialized terminology annotation

Future Research Directions
v Cross-lingual Terminology Extraction

v Leverage multilingual pre-trained models for specialized domain terminology

v Investigate cross-language term equivalence patterns

v Study knowledge transfer across languages in domain-specific ATE

v Advanced LLMs for ATE Experiments

v Compare LLMs' performance in recognizing domain-specific terminological patterns

v Explore few-shot learning with term definition prompts

v Investigate LLMs‘ ability in distinguishing term variations and relationships

v Study contextual understanding of specialized terminology across domains

v Enhanced Annotation Frameworks

v Evaluate alternative tagging schemes (IO vs IOB) for term boundary precision

v Investigate nested term and split term annotation strategies

v Research optimal annotation approaches for multi-word terms
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Experiment
Experiment 1: BERT Fine-tuning for Cross-domain Terminology Annotation

v Model Configuration

v Base Model: BERT-base

v Tokenizer: BertTokenizer

v Maximum Sequence Length: 224

v Batch Size: 16

v Learning Rate: 5e-6

v Number of Epochs: 5

v Train-Test Split: 80%-20%

Experiment 2: GPT-4 Zero-shot Learning for Domain-specific Terminology Annotation

v Construct domain-specific prompt integrating ACTER's term classification framework and maritime expertise

v Configure GPT-4 API KEY with structured prompts to execute ATE

Training Data

v ACTER Annotated Corpora for Term Extraction Research (version 1.5) (Rigouts Terryn et al., 2020)

v Term categories: Specific Terms, Common Terms, Out-of-Domain Terms, Named Entities

v English corpus with IOB annotation scheme and Named Entities

Gold Standard Construction

v Tool: Label Studio

v Text: Maritime Accident Report (tokenized) (9,737 tokens)

v Annotation Guidelines: Following ACTER terminology annotation guideline (Rigouts Terryn, 2021)  


